DES Monsoon Power Supply Control System
Draft V1.0

This document is an attempt to provide information about the DECam Power Supply control system. At this point the telescope control system and the data management system have been explicitly excluded. This information covers all aspects from hardware to software. We also hope to identify critical systems whose failure could lead to major damages.

Components of the DECam Control System


· 
· 
· 
· 
· 
· 
· 
· Monsoon crates (Todd, Terri, & Vaidas) – Signals and controls for 1 Crate with 1, 6 slot dhe, 1, 4 slot dhe, and the cooling fans/power supplies for the crate follows.  Signals for the system, 3 crates, is at the end of this document.  

The design is to be mostly self-contained to be able to respond immediately to a failure.  Signals are provided to manually power cycle the Crate power supplies and re-boot the DHE from the OCS.  Signals are also provided to monitor AC voltage status, DC voltage status, airflow status, and temperature using the slow controls.  The slow controls sends the errors to the OCS and manually power cycles the crate power supplies.
· Hardware Protection Interlocks

· Temperature Monitoring

· Air-Flow Monitoring

· DC voltage & current monitoring/protection.
· AC Voltage & current monitoring/protection.
· Personal Protection Interlocks – For Maintenance of Hardware

· AC Voltage/Current Shut-Off
· Hardware Control

· Remote DHE Reset

· Remote power cycle

· Temperature Monitoring
· 1 RTD temperature sensor in each crate: 2 wires, (tempOk, & it’s ground)…
***Do we really need this? Can’t we do the same by monitoring the temperature of the coolant & the air flow?***
· Air flow Monitoring
· 2 Airflow sensors, one for each side of flow: 2 wires, (airOk & it’s gnd)
· Switch with flat piece of metal mounted in the airflow
· DC Voltages

· CCD Bias Voltages

· Over-voltage protection is handled on each transition card.
· Crate Power Supplies – Vicor power suupplies
· Can be hardwired to bring them up in a certain sequence.  The next supply won’t come up to voltage until the previous is between 85-95% of rated output.  This means only the last supply  needs to be monitored: 2 wires, (DCOK & it’s gnd), TTL logic.
· There is no over-voltage protection on the supply outputs.  There is over current protection though.  
· Cooling Fan Power Supplies

· DC Voltages from each power supply driving cooling fans will be monitored.  Failure of any cooling fan voltage will cause the crate power supplies to immediately shut off.  
· There is no over-voltage protection (Vaidas?).  Failure of the fans due to an over-voltage condition would:

A. Cause the temperature to increase and thus cause system to be shut down due to over-heating.
And/Or
B. Cause the flow sensors to indicate lack of flow and shut down chassis supplies.
· DC Currents
· CCD Bias Currents 
· Over-current protection is handled on the transition card.
· Crate Power Supplies

· Power supplies are equipped to trip when current is between 105-125% of full load capability.
· Cooling Fan Power Supplies

· There is no over-current protection (Vaidas?).  Failure of the fans due to an over-current condition would:

A. Cause the temperature to increase and thus cause system to be shut down due to over-heating.

And/Or

B. Cause the flow sensors to indicate lack of flow and shut down chassis supplies.
· AC Voltages
· Both crate and cooling fan supplies will each be powered from a single feed and combined  at the crate into a large single feed.  The single AC feed will allow all supplies in one crate to be shut off using only 1 shutoff.

· AC Currents

· The single AC feed should have a breaker which will open the circuit in the event of an AC over-current condition.
· Remote DHE Reset

· Remote reset of the DHE is part of the Monsoon SISPI GPX Command Stream as well as AsyncResponse.

· Remote Power Supply Power Cycle

· Crate Power Supply
· Has a General Shutdown signal (TTL)  when driven low will turn off All DC modules of the supply.
· Cooling Fan Power Supply

· There is no need to have remote power cycle for these supplies.
· 
· 
· 
· 
· 
· 
· 
· 
Request for Information

We need to start a repository of information related to the control system. The information collected in this repository will be relevant for many aspects of DECam: Space allocation in the camera vessel and grounding and power distribution plans, cable trays, safety and protection, control system design and so on. Please take some time to think about the systems you are working on and provide the information requested below. As you will see, this is not a very detailed questionnaire. Don’t feel constrained by our questions and provide additional information where appropriate.
1. 1. Brief Description of system
The Monsoon crate control system monitors air flow, temperature, AC, & DC voltages.  The control system will protect the CCDs and Monsoon crate electronics, provide remote power-cycling of the power supply and remote reset of the DHE, and generate error to be sent to OCS.
2. Does the system interact with other parts of DECam and/or the control system?

This system is mostly self-contained.  
Signals which could be sent to slow control readout:
1. Crate power supply status
a.  DC Voltage OK Signal – TTL Signal, 1 pair(signal/return)



b.  AC Power OK Signal – TTL Signal, 1 pair(signal/return)
2. Airflow
a. Air flow OK Signal – 1 pair(signal/return)
3. Temperature
a. 2 bolt on temp sensor RTDs – 2 sets of 3 wires (6 total wires)
3. Planned location at CTIO (camera vessel, control room etc)

3.1. Inside the camera vessel
3.1.1. Supply lines 
3.1.1.1. Power Input:

3.1.1.1.1. AC Voltage: 1 cable for each crate

3.1.1.2. Cooling Input/Output:
3.1.1.2.1. 2 lines – (Vaidas??)
3.1.1.3.  Controls:
3.1.1.3.1. Power Supply Monitoring: 2 wires
3.1.1.3.2. Power Supply Reset: 2 wires
3.1.1.3.3. Temperature Monitoring: 3 wires
3.1.1.3.4. AirFlow Monitoring: 2 wires
3.1.1.3.5. DHE Reset: 1 Fiber Optic Cable
3.1.1.4. 
3.2. Is there a maximum distance requirement between the device and the control hardware? NO
4. Do you envision to the use of dedicated controller (micro controller, PLC)

NO.
4.1. Description

4.1.1. Use a National Instruments 435x PXI DAQ card. This card has 8 Digital I/O and 16 Voltage inputs for RTDs/Thermocouples.
4.2. Power requirements
4.2.1. Plugs into existing slow control hardware (NI PXI).

4.3. Communications Interface

4.3.1. Uses existing communication with slow control hardware.

4.4. 
5. Control signals for this system (e.g. remote power on/off)
5.1. List signals and type (i.e. digital I/O, analog, voltage/current range)
5.1.1. Remote power cycle:  2 wires, TTL, 5V, Sinks 13mA @ < 700mV.
5.1.2. Remote DHE Reset: 1 Fiber Optic Cable
5.1.3. AC Crate Shutoff: 3 AC Voltage wires running to switch/breaker off the telescope.
5.2. What is the orgin of the control commands
5.2.1. Direct input from operator through OCS? 
5.2.1.1. Operator should be able to perform a remote power cycle and DHE reset from the OCS.
5.2.2. 
5.3. How often does this signal change/ Update frequency

5.3.1.1. User initiated.

6. List of signals to be monitored (e.g. temperature)

6.1. List signals and type (i.e. digital I/O, analog, voltage/current range)
6.1.1. Power supply AC OK signal, 2 wires, TTL, Sources .5mA @ >3.2v, Sinks 16mA @ < 500mV.

6.1.2. Power supply DC OK signal, 2 wires, TTL, 5v, Sources 3mA.
6.1.3. Airflow OK signal, 2 wires, TTL, 5v, uses PXI Daq Hardware.

6.1.4. Temperature signal, 3 wire RTD,  uses PXI Daq Hardware.
6.2. Will the signals be recorded in the online database?

6.2.1. NO

6.3. Anything for the FITS headers, i.e.  the data/image stream?

6.3.1. NO

6.4. Update frequency

6.4.1. Dependant upon PXI Daq Hardware.

7. Failure Modes: Does this system require a fail safe mechanism to prevent (serious) damage to people or to the equipment?

7.1. What are the failure modes and how can they be detected?

7.1.1. Hardware Protection
7.1.1.1. Airflow failure mode

7.1.1.2. Temperature failure mode

7.1.1.3. Crate power supply failure mode

7.1.2. Personal Protection

7.1.2.1. AC Voltage shutoff mode – For Maintenance of Crates
7.2. What actions need to be taken immediately?

7.2.1. Airflow and/or Temperature failure mode.
7.2.1.1. Will cause power supply to immediately shut down

7.2.1.2. Will generate an error to be sent to OCS.

7.2.2. Cooling system power supply failure mode.
7.2.2.1. Will cause the temp. sensors to trip temperature failure mode.

7.2.2.2. Will cause the Airflow sensors to trip airflow failure mode.
7.2.3. Crate system power supply failure mode.

7.2.3.1. Will Immediately turn off other voltages at the power supply.
7.2.3.2. Will Immediately turn off cooling system power supplies.
7.2.3.3. Will Immediately generate an error to be sent to OCS.
7.3. What will be done to prevent failures?
7.3.1. Periodic maintenance of cooling fans and close monitoring of temperature and airflow will help prevent hardware failures in the dhe.
7.3.2. Monitoring the voltage rails during FPA readout (FITS files) will help prevent power supply to fail prematurely.
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